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TECHHOLOGICAL | Busineun Al Lok
WERSITY

This is to certify that
BOWEN ZHU
has successfully completed the

Artificial Intelligence Internship Programme

from 23 January to 28 February 2021

Or. Teah Taik Taz

= de Dhrectar, WTUB: B Lak
KHarsaeg Tethabepor Ui sitg

ZVIEFS (READ

NANYANG
TECHNOLOGICAL
ﬁ UNIVERSITY

7 SINGAPORE
g M. 0443030
Annex A
Programme Name: Artificial Intelligence Internship Programme

Programme Date: 23 January to 28 February 2021

Hosted Online by: Nanyang Technological University, Business Al Lab

BOWEN ZHU has ompleted the Artificial Intelli Internship Prog which
comprised 2 series of discussions, assignments as well as 2 group project.

Overall Grade: Distinction

A fail is given when the participant has not met the programme’s objectives. The porticipant
missed to attend all courses, to show enough effort and achievement in both academic course
and assignments.

A pass Is given when the participant has met the learning objectives and reached the expected
outcomes. The participant has completed the whole programme, submitted assignments in due
time.

A metit is aworded when the participont has fully participated in the progromme, both in
acadernic course and assignments. The participant has taken part in @ team profect and has
contributed to the presentaticn of the project.

A distinction Is awarded when a participant has taken a leading role in the course, has been
Interactive and has demonstrated a high capacity to understand and converse in English. This is o
special award for outstanding performance and an encouragement to others.

This programme was delivered in English online with 22 academic hours.

MNanyang Business School

50 Nanyang Avenue, Block 53, Singapare 639758, www.ntu.adu.sg

NANYANG
TECHNOLOGICAL
ﬁ UNIVERSITY
~ SINGAPORE

Fiog. M. 0TI

Ta wham it may concern,

I'am writing this letter of recommendation for the quality of work displayed by BOWEN ZHU during
his internship in NTU Business Al Lab. He has helped to develop some Al models based on a dataset
given. In addition, he has also compared numerous models using WEKA. | am deeply impressed by his
wark attitude and quality

BOWEN ZHU has displayed excellent communication skills threughout my interactions with him_ in
addition, he is thoroughly organized, reliable and possess high domain knowledge in the field of
Artificial Intelligence (Al). He is brignt, hardworking and has a positive attitude that makes him a
pleasure to work with

BOWEN ZHU is able to complete the work assigned to him independently. He is alsa able to follow
through the jobs assigned to him and complete them with high quality without any form of delay. He
is highly flexible and is willing to wark on any projects assigned to him.

BOWEN ZHU would be 2 tremendous asset for any organization or further study at higher degree and
1 highly recommend him. If you have any further questions, please da not hesitate to contact me.

Prof. Teoh Teik Toe
+65 97905202

ttteoh @ntu.edu.sg

Associate Director, NTU Business Al Lab
Nanyang Technological University

Nanyang Business Schasl

50 Nanyang Avenue, Black 53, Singapore 439798, www.niu.edu.sg
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2023 8th IEEE International Conference on

Intelligent Computing and Signal Processing
(ICSP 2023)

04,/21/2023 — D4S23/2023 Xi'an - China

Acceptance Letter

Dear Awthor (=) :

Congratulations! Your manuscript has passed the peer review (the reviewers' comments are
available in the attached file on AIS) and has been accepted by the 2023 8th [EEE Internatiocnal
Conference on Intelligent Computing and Signal Processing (ICSP 2023). The conference will be
held in Xi'an=* China from 04/21/2023 - /2372023, We are glad to invite you to attend the
conference and make an oral report.

Manoscript Ho. : Z16JMFQUYE
Author neme{s): Menghan Fou. Mingze Ma. Anan Wang. Yujie Li. TechTeikToe

Manuscript title: Brain tumor classification model of HesNet—-530 network based on different data
enhancement Blgorithms

Your menuscript, after presented in the oral report or poster in the conference, will be
published on 1EEE, after which it will be submitted for index in LEEE Xplore® digital library., EI
Compendex, Scopus.

20Z3 Bth IEEE Internatiomal Conference on Intelligent Computing and 5ignejl

Notices:

I. Authors need to revise the manuscript as per the reviewers' comments before re-—uploading the
final version (in Word or POF) to the AIS system

2. Awthors need to ensure that the submitted manuscript is an original paper with a similarity
lower than 20% Once the manuscript is submitted to AIS, the suthors are not allowed to re—submit
it to other journals for publication.

3. Authors need to confirm their attendance one week before the conference is held. If the
suthors are not mble to be present on the conference after emgreeing to attend the conference, the
suthors meed to reach the conference secretary for re—arrangement.

Again, congratulations and we look forward to meeting you in Xi'am = China
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Brain tumor classification model of ResNet-50
network based on different data enhancement
algorithms

Menghan Zen* Mingze Ma Anan Wang

Schoal of Computer Science and Welding rechnology and engineering Marine Information Engineering
Technology Harbin Institute of Technology, Weihai Harbin Institute of Technology, Weihai
Harbin Institute of Technology, Weihar [eiHai, China WeiHai, China
WeiHai, China 2200830217 @ st hit educn 2201320323 @stu hit edu.cn
2201110109 @ sttt edu.cn
Teoh Teik Toe
Yujie Li NTU Business Al Lab
Information Management and Nanyang Technological University
Information System Smgapore

Harbin Instinite of Technology, Weihai
WeiHai, China
2021210916 stu hit edu.cn

Abstract—The accuracy and stability of brain tumor MRI
image classification is significant for the healthcare system, but
the traditional models have the defects of difficulty in handling
complex features and unstable classification. In this paper, we
propose a novel brain tumor classification model based on
residual neural network, and use three different data
enhancement algorithms: geometric transformation, mizup,
and SamplePairing to process a dataset containing four
different types of brain tumor images, and finally evaluate the
classification effect of our proposed model. Among them, the
best results were achieved by using geometric transformations
for data enhancement.

Keypwords—Brain tumeor image classification, residnal newral
networks, data enhancement, mixup, SamplePmning

I INTRODUCTION

Az medical technology continues to evolve, brain tumours
have become one of the most common diseases worldwide,
posing a significant threat to human health. According to the
American Cancer Society's Cancer Stafistics 2021 report,
approximately 24 000 people in the United States will develop
brain tumours in 2021, and 18,600 deaths are expected. With
the increased use of mobile phones and computers, the disease
is becoming equally commeon in children. The different types
of tumours, which vary in shape and size, and the complex
structure of the brain, make it more difficult to classify brain
tumour images. In this context, the accurate classification of
brain tumours has become a very important task, which
requires the involvement of a large number of medical experts
and technicians. However, due to the wide variation in the
morphelogy and size of brain tumours, traditional medical
diagnostic methods are no longer sufficient to mest current

titech@ntu edusg

the subjective judgment of the physician in terms of
recognition accuracy. The current model[2] applied to brain
tumour images utilises the autonomous learning feature of
deep learning to extract a large number of features from MRI
images in a batch and adaptively to achieve the classification
task. However, there are still some difficulties and challenges
in practical applications due to the limited size, uneven
distribution and variable sample quality of brain tumour
datasets.

To address these issues, we propose a method for brain
tumour classification based on Residualpeural Network
(ResMet), which uses three data enhancement techniques,
namely geometric transformation, SamplePainng and mxup,
to improve the diversity and quality of the dataset, thereby
improving the classification accuracy and stability. This paper
will expand the dataset around these data augmentation
techniques, while using residual neural networks for feature
extraction and classification to classify different types of brain
tumours[3]. We also list the factors that affect classification
performance in order to pive potential researchers ideas for
building new models or architectures. We also hope that by
exploring existing deep learning models, we gain insight into
more gaps and loopholes that can be filled, providing medical
professionals with a more accurate and reliable diagnostic tool.
The strengths and inmovations of the model proposed in this
study are as follows.

1. a residual neural network 1s chosen for training instead
of the traditional convolutional neural network, which is more
suitable for problems with complex features and eliminates
the phenomenon of network degradation.

7 rhancing thraa Aiffarant Aata anhancamante +a train tha
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2022 2nd International Conference on Big Data
Analysis and Computer Science

06/ L7/2022 — 06/19/2022 Nanjing = China

Acceptance Letter

Dear Author (=) :

Congratulations! Your manuscript has passed the peer review (the reviewers' comments are
available in the attached file on AlS5) and has been accepted by the 2022 Znd International
Conference on Big Data Analysis and Computer Science. The conference will be held in Kanjing = China
from O6S17/2022 — 067192022, We are glad to invite you to attend the conference and make an oral
report.

Manuscript No. : YFRUEYHOME
Author name(s): Hao Ding. JiaVing Feng, Yong¥i Wang

Manuseript title: Stock trend prediction based on & fusion of mlternative text and multiple
Features

Your manuscript, after presented in the oral report or poster in the conference, will be

publ ished on conference proceedings, after which it will be submitted for index in El. Scopus.

2022 nd International Conference on Big Data Analygls
AEIC Academic Exq

Notices:
1. Authors meed to revise the manuscript as per the reviewers' comments before re-uploading the

final version (in Word or POF} to the AlS system.

2. Authors need to ensure that the submitted manuscript is an original psper with a similarity
lower tham 30% Once the manuscript is submitted to ALS, the authors are not allowed to re—submit
it to other journals for publication.

3. Muthors need to confirm their attendance one week before the conference is held. If the
authors are not able to be present on the conference after agreeing to attend the conference, the
authors need to reach the conference secretary for re—arrangement.

Again, congratulations and we look forward to meeting you in Manjing = China
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